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ABSTRACT: Although imidazolium-based ionic liquids (ILs)
combined with oxygen-containing anions were proposed as the
potential solvents for the selective separation of acetylene
(C2H2) and ethylene (C2H4), the detailed mechanism at the
molecular level is still not well understood. The present work
focuses on a most effective IL for removing C2H2 from a C2H4
stream, 1-butyl-3-methylimidazolium acetate ([BMIM]-
[OAc]), aiming at understanding the first steps of the
adsorption process of the molecules at the IL surface. We present a combined quantum mechanical (QM) calculation and
molecular dynamics (MD) simulation study on the structure and property of the IL as well as its interaction with C2H2 and C2H4
molecules. The calculated results indicate that C2H2 presents a stronger interaction with the IL than C2H4 and the anion of the
IL is mainly responsible for the stronger interaction. QM calculations show a stronger hydrogen-binding linkage between an
acidic proton of C2H2/C2H4 and the basic oxygen atom in [OAc]− anion, in contrast to the relative weaker association via the
C−H···π interaction between C2H2/C2H4 and the cation. From MD simulations, it is observed that in the interfacial region, the
butyl chain of cations and methyl of anions point into the vapor phase. The coming molecules on the IL surface may be initially
wrapped by the extensive butyl chain and then devolved to the interface or caught into the bulk by the anion of IL. The
introduction of guest molecules significantly influences the anion distribution and orientation on the interface, but the cations are
not disturbed because of their larger volume and relatively weaker interaction with the changes in the guest molecules. The
theoretical results provide insight into the molecular mechanism of the observed selective separation of C2H2 form a C2H4 stream
by ILs.
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1. INTRODUCTION

Ethylene (C2H4), the simplest alkene, is one of the most
important raw materials for many industrial products such as
plastics, rubbers, alcohols. It is normally produced from the
thermal or catalytic cracking process of petroleum or natural
gas.1,2 Usually, in the product of ethylene there is a small
amount of acetylene (C2H2) impurities that can cause catalyst
poisoning in the ethylene polymerization process and also
lower the quality of polymerized product.3 Moreover, acetylene
may convert into solid thus blocking fluid stream and even
resulting in explosion.4 So it is essential to remove acetylene
impurities from ethylene for a wide range of manufacturing
processes of petrochemical products, particularly polyethylene
plastics. However, the separation of acetylene from an ethylene
stream is complex and costly because of the close boiling points
of these two unsaturated hydrocarbons.2 At present, there are
two major methods used for the purification of ethylene:
catalytic hydrogenation of acetylene over noble metal catalysts
like Pd3,4 and solvent extraction using organic solvents (e.g.,
N,N-dimethylformamide or N-methylpyrrolidinone).5 There

exist many disadvantages of these traditional processes. For
example, the former can cause overhydrogenation of ethylene
into ethane, while the letter can result in the loss of organic
solvents.6

Ionic liquids (ILs) are generally composed of large organic
cations (such as alkylimidazolium, alkylpyridimium, and
tetraalkylammonium) and small inorganic anions (such as
Cl¯, NO3¯, BF4¯, and PF6¯),

7−9 and their melting point
generally less than 100 °C. In the past decades, ILs have
been attracted more and more attention10−13 because of their
many remarkable physicochemical properties,14−17 such as high
thermal and chemical stability, negligible vapor pressure, wide
liquid range, reusablility, and designability, which make ILs
widely used in chemical synthesis and extraction separation
processes, and a considerable amount of literature has been
published on the application of ILs.18−21
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Recently, Palgunadi and Kim et al.6,22−24 reported the highly
efficient selective removal of C2H2 from a C2H4 stream by
imidazolium-based ILs combined with various oxygen-contain-
ing anions such as dialkylphosphate ([Me2PO4]¯), methyl-
phosphonate ([MeHPO3]¯), or acetate ([OAc]¯). Through the
1H NMR experiments6,23 they conjectured that this phenom-
enon is due to the stronger interaction of acetylene with the IL
than that of ethylene. Moreover by performing quantum
mechanics-based calculations23 they showed that the acidic
proton of acetylene forms strong hydrogen bond with the basic
oxygen atom of the anion, whereas the acidic protons on the
cation do not specifically associate with the π cloud of
acetylene. Very recently, to understand the differential solubility
of C2H2 and C2H4 in ILs, Xing et al.25 presented a detailed
theoretical study of the interaction mechanisms between C2H2/
C2H4 and three typical ILs, [BMIM][BF4], [BMIM][Tf2N],
and [BMIM][OAc]. Based on the results of the natural bond
orbital (NBO) analysis and the atoms in molecules (AIM)
analysis, they proposed that the hydrogen-bonding interaction
in the C2H2-anion is mainly responsible for the large solubility
of C2H2 in the ILs, whereas such a interaction is much weaker
in C2H4-anion and comparable with the p−π interaction in the
C2H4-anion complexes and the π−π interaction in the C2H4-
cation complexes. These existing studies provide valuable
guidance to understand the differential solubility of C2H4 and
C2H2 in the ILs.
As far as we know, however, little attention has been paid to

the interfacial structure and property between an IL and C2H4−
C2H2 gas, which is of intrinsic importance for understanding
the separation behavior of C2H4−C2H2 gas by the ILs. To
address this issue, we here present a combined quantum
mechanics-based (QM) calculation and molecular dynamics
(MD) simulation study, where 1-butyl-3-methylimidazolium
acetate ([BMIM][OAc]), one of the most efficient C2H2/C2H4
separation mediums, is chosen as a representative of the
imidazolium-based ILs separating C2H4 and C2H2 used in the
experiments.6,22−24 The outline of this article is organized as
follows: Section 2 describes the computational methodology
and procedure employed in this study. Results and discussion
are given in Section 3, and conclusions are outlined in Section
4.

2. COMPUTATIONAL DETAILS
QM calculations were carried out for the isolated cation [BMIM]+,
anion [OAc]−, and ion pair [BMIM][OAc], as well as their respective
complexes with C2H2 and C2H4 molecules, within the framework of
density functional theory (DFT) using the B3LYP functional with the
standard 6-31++G(d,p) basis set, as implemented in Gaussian 03
program package.26 Vibrational frequencies were also calculated at the
same level of theory to check whether the optimized structures
correspond to a true local minima or not and to provide zero-point
vibrational energies (ZPEs). The optimized structures were then used
as basic structural units to build the models for the following MD
simulations.
AMBER force field27 was employed in our MD study. For the

[BMIM]+ cation, we used the force field parameters developed by
Wang et al.28 However, AMBER force field has not special parameters
for the anion [OAc]− as well as C2H2 and C2H4 molecules. In the
present simulation, these force-field parameters were borrowed from
the generalized AMBER force field (GAFF),29 and the atomic charge
assignments were calculated by fitting the electrostatic potential
(ESP)30,31 of optimized structures using the Moller−Plesset second-
order perturbation theory (MP2)32,33 and the 6-31++G(d,p) basis set.
Our preliminary simulation shows that the liquid density (1.066 g
cm−3) obtained using the ESP charges is in better agreement with the

experiment (1.055 g cm−3) than that (1.074 g cm−3) obtained using
the GAFF charges. In addition, such a combined force field parameter
method has been also proposed in the recent publications of IL
simulations.34,35 So the present simulations used the ESP charges
instead of the GAFF charges.

The GROMACS 4.5.136−39 software package was used for all MD
simulations in this study. Leapfrog algorithm was used to integrate the
Newton’s equations of motion. The time step was set to 1 fs, and data
were collected every 1000 time steps for analysis. The long-range
electrostatic interactions were computed by using the particle mesh
Ewald method,40,41 with a cutoff distance of 1.2 nm. Edge and finite
size effects are minimized by applying periodic boundary condition,
and a switching function was used to smoothly truncate the van der
Waals potential at the cutoff distance.

MD simulations were performed for the following three systems:
(1) the pure IL system, (2) IL−vacuum interface system, and (3) IL−
gas interface system. The pure IL system containing 250 [BMIM]-
[OAc] ion pairs was first energetically minimized using the steepest
descent method, then equilibrated in the NVT ensemble for 3 ns.
Because the equilibrium state of a system can be reached easily at high
temperatures, the simulations in the NPT ensemble (P = 1 bar) were
first carried out at 600 K for 5 ns and then cooled down to the target
temperature 298 K to obtain the liquid density for comparison with
the experimental value. Finally, an additional 5 ns production
simulation was performed at 298 k in the NPT ensemble, from
which data were collected for analysis. For the liquid-vacuum system,
we doubled the size of the pure IL system in the z-direction and then
extend 60 Å along z-axis leading to create a ∼43 × 43 × 146 Å
simulation box containing 500 [BMIM][OAc] ion pairs, where the
height of two vacuum phases are 30 Å. The system was then
equilibrated at 313 K for 5 ns in the NVT ensemble. Following this,
another 5 ns simulation was carried out to create two liquid−vacuum
interfaces that were parallel to the xy-plane. After that, we randomly
placed 25 C2H2 and 25 C2H2 molecules in the vacuum region to build
the initial liquid−gas interface system, from which we carried out the
MD simulation in the NVT ensemble for 20 ns. The target
temperature was set at 313 K, the temperature used in the
experiments.6,22−24 The Berendsen thermostat and barostat algo-
rithm42 were utilized in all MD simulations.

3. RESULTS AND DISCUSSION
3.1. Quantum Chemistry Calculations. Figure 1 shows

the optimized geometries of cation [BMIM]+, anion [OAc]−,
and ion pair [BMIM]+[OAc]− by performing QM calculations.
It is found that the ion pair is the most stable as the [OAc]−

anion occurs in the vicinity of the C2−H bond of the cation as
given in Figure 1c. This can be attributed to the larger positive
charge on the C2−H units (0.176 e), than on other C−H units.
In [BMIM]+[OAc]− there exist two C−H···O hydrogen bonds,
as shown by the calculated the small H···O distances (1.629 and
2.033 Å, which are shorter than the summation of the van der
Waals radii of O and H, 2.72 Å)43 and the quasi-linear C−
H···O angles (165.2 and 169.3°). The energy of formation of
the ion pair is calculated to be 98.15 kcal mol−1. The effective
hydrogen bond and the strong Coulomb interaction between
the cation and anion are in agreement with the observed
physicochemical properties of [BMIM][OAc] ionic liquid, for
example, high viscosity, low vapor pressure, and good thermal
stability.
The calculated complex structures of the cation, anion, and

ion pair with C2H2/C2H4 are also shown in Figure 1. In the
complexes of the ion pair with C2H2/C2H4, it is found that both
C2H2 and C2H4 mainly interact with the anion through their
C−H units to form new C−H···O hydrogen bonds (1.934 Å in
the former and 2.280 Å in the latter), which weaken the C−
H···O hydrogen bonds in the ion pair. The calculated
interaction energies of C2H2 and C2H4 with the ion pair are
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5.49 and 1.56 kcal mol−1, respectively. From these data, it is
clear that C2H2 presents a stronger hydrogen-bonding-type
interaction with the ion pair than C2H4.
As observing the anion-molecule and cation-molecule

complexes, we find that the former is more favorable in energy
than the latter. In the former, C2H2 and C2H4 associate to the
anion via hydrogen bonds, while in the later, they attach to the
cation through C−H···π interactions. Furthermore, it is also
very clear that C2H2 presents stronger capacity to form both
the anion- and cation-cmplexes than C2H4. According to these
results, we can basically understand the observed selective
removal of C2H2 from a C2H4 stream by the IL.6,22−24 We
believe that the IL anion plays a crucial role in this separation
process.
3.2. MD Simulation on Pure [BMIM][OAc]. As described

in the computational details, we carried out a 5 ns MD
production run on the [BMIM][OAc] system containing 250
ion pairs. From the equilibrated system, the liquid density is
found to be 1.066 g cm−3, which is within 1% of the

experimental value of 1.055 g cm−3.44 According to the Stokes−
Einstein relation,45 the estimated viscosity of the IL from the
self-diffusion coefficients of the cations and anions (1.81 ×
10−12 and 2.06 × 10−12 m2 s−1) is about 1.07 Pa s. This value is
higher than that of water (0.9 mPa s),46 which is consistent
with the previous literature.45

To analyze the local structure of the IL, we calculated the
radial distribution functions (RDFs) and spatial distribution
functions (SDFs). In Figure 2a, all three RDFs show strong and
damped oscillations within 2 nm which coincide with the
feature of a strongly coupled ionic system.47 The first peak of
g(r)ca locating at about 0.5 nm, is much stronger than those of

Figure 1. Optimized geometries at the B3LYP/6-31++G(d,p) level for
(a) the isolated single anion, (b) cation, (c) ion pair, the complexes of
(d, f, h) acetylene and (e, g, i) ethylene with the ion pair, anion, and
cation. Atomic numbers are given in panels a and b. Bond distances are
shown in Angstrom, and the angles are in degree. The values in square
brackets are the calculated interaction energies (in kcal/mol).

Figure 2. (a) RDFs of the cation−anion, anion−anion, and cation−
cation pairs, where the inset shows schematic drawing for the
formation of anion methyl−methyl contacts. (b) RDFs for the selected
atom-anion pairs. (c) Colored SDFs within 0.7 nm for anions around a
cation (isosurface value: 0.032 Å−3). (d) Colored SDFs within 0.7 nm
for cations around a cation (isosurface value: 0.018 Å−3).

ACS Applied Materials & Interfaces Research Article

dx.doi.org/10.1021/am301796w | ACS Appl. Mater. Interfaces 2012, 4, 6646−66536648



g(r)cc and g(r)aa due to the strong cations-anions electrostatic
attraction. The g(r)aa and g(r)cc show shoulders around 0.5 and
0.4 nm, which are believed to originate from the anion methyl−
methyl contacts48 and the cation π−π stacking,49 respectively.
The calculated distance between inidazolium rings (0.37 nm)
provide support for the claim of the π−π stacking.
Furthermore, the maxima of g(r)ca coincide with the minima
of g(r)cc and g(r)aa with just a little shifts and vice versa. This
feature shows a long-range ordered structure of [BMIM][OAc].
Figure 2b shows the RDFs of several selected atom-anion pairs,
including C2-, C4-, and C5-anion airs. Three major peaks at
about 0.4−0.45 nm indicate the strong interaction of anion
with the cation at these sites. However, the amplitude of these
three RDFs is different: g(r)C2‑a has the strongest peak and is
located at the smallest distance, indicating the anions prefer to
occur at the vicinity of C2 site of the cations. This is in line with
the result of QM calculations above (see panel c in Figure 1).
Panels c and d in Figure 2 show calculated three-dimensional
structures of SDFs within 0.7 nm of anions or cations around a
cation. Three large lobes in Figure 2c, directing roughly along
the C2−H, C4−H, and C5−H bonds, indicate that the anions
lie mainly in the vicinity of these bonds, i.e., the anions are
highly directed. From Figure 2d, we find that the cations mainly
occur in the areas above and below the imidazolium ring
locating about 0.35 nm from the cation center via the π−π
stacking of the imidazolium rings, which accounts for the
shoulder around 0.4 nm in g(r)cc in Figure 2a.
3.3. MD Simulation on IL−Vacuum System. It is well-

known that properties and concentrations of a liquid at its
interface are generally very different from its bulk,50 and so also
are for ILs. Many applications of ILs are related to their
interfacial characteristic and structures, especially for multi-
phasic catalysis. Many experimental51−53 and computation-
al54−56 studies have been performed to understand the
interfacial properties of ILs. For the gas-sorption behavior
concerned in this work, the interfacial property of ILs even play
a critical role because any gas molecule that is solvated would
first come to the surface of ILs and then crosses into the bulk
phase. Here we present the liquid−vacuum interfacial proper-
ties of [BMIM][OAc].
We first calculated the surface tension of IL−vacuum system

form the difference between the normal and the lateral
pressure. The average value of the surface tension is about
38.3 mN m−1, which falls inside the range of the experimental
data (∼30−50 mN m−1) for imidazolium-based ILs. In Figure
3a, we show the mass density profile of the IL−vacuum system
along the z-axis. It is found that the mass density distribution
shows an oscillation throughout the whole liquid phase and that
there is a significant enhancement of density at the interface
region. This indicates that the liquid density is not uniform
even in the bulk phase and that at the surface there exists a
dense region, in which the liquid density is larger than its bulk
density.
Figure 3b presents the number density profiles of anion and

cation centers. For the cation, the center is defined to be the
ring center, while the center of mass is used for the anion.
Pronounced oscillations are observed for both the ions, and
there is some reverse correlation between the anion and cation
number densities, implying that there is a fair structural
ordering (layering) throughout the whole liquid. The number
density of cations is significantly enhanced near the interfacial
region, and that of anions is slightly enhanced inner the
interfacial region by ∼3 Å, indicating that the cation is mainly

responsible for the enhanced density near the interface region
in Figure 3a.
Figure 3c shows the charge density profiles of anions and

cations, as well as their sum (the total charge density). Both the
cation and anion show oscillations and have a maximum near
the interface, which is consistent with the mass and number
density profiles shown in panels a and b in Figure 3. The total
charge density profile fluctuates around zero, showing the liquid
system is essentially neutral throughout the whole depth profile.
Panels a and b in Figure 4 show the number density profiles

for some selected atoms in the cation and the anion. As shown
in Figure 4a, the peak positions of profiles for several atoms in
the cation are in the order of C9 > C8 > C7 > C6 > N1 > N3 >
C10, indicating that the butyl chain orients along the normal of
interface and points into the vacuum. In Figure 3b, the order of
peak positions for the selected atoms in anion is H > C12 >
C11 > O, which demonstrates that the methyl of acetate anions
points into the vacuum and the carboxyl orients inside of the
interface. Figure 4c gives a diagrammatic sketch describing the
orientation of the cations and anions at the interface. The
features of the liquid−vacuum interface of [BMIM][OAc] we
found are in common with some other ILs.57,58

Figure 3. (a) Mass density profile for the [BMIM][OAc] system along
the z-axis. (b) Number density profiles of anion and cation. The
imidazolium ring and the entire acetate molecule were taken as the
center of the cation and anion. (c) Charge density profiles of anion,
cation, and system.
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3.4. MD Simulation on IL−Gas Interface. In this section,
we show the results of MD simulations on the interfacial system
composed of the IL and gas molecules (C2H2 and C2H4).
Panels b and c in Figure 5 show the initial and final snapshots
of the IL−gas system, where the IL−vacuum system at
equilibrium (Figure 5a) is also given for comparison. In Figure
5b, C2H2 and C2H4 molecules were initially randomly
distributed in the cell, where molecules are dyed by two
different colors (C2H2: green, C2H4: red) for easy distinction.
After the MD simulation, as shown in Figure 5c, almost all

C2H2 molecules cross the interface to migrate into the IL bulk
phase, which is in contrast to the behavior of C2H4 molecules
that some of them still stay in gas phase although the molecules
near the interface have a large proportion.
Figure 6 shows the calculated number density profiles of

anions and cations, as well as C2H2 and C2H4 molecules.

Compared to the IL−vacuum system, it is found that the
interfaces of IL−gas system are slightly expanded along both
the directions. We also note that at the interface region the
number densities of both the cation and anion are remarkably
changed upon the presence of C2H2 and C2H4 molecules. For
the anion, its number density at the interfacial region is now
not obviously different from its bulk value, although that of the
cation still presents a pronounced enhancement at the interface
region as in the IL−vacuum system. This indicates that the
guest molecules show more a stronger interaction with anions
than with cations. For both C2H2 and C2H4 molecules, the
maximum peaks are observed near the interface region. As
displayed in Figure 6, the C2H2 peaks (blue lines) are higher
than those of C2H4 (green lines). And further the former
almost enters the bulk, whereas the latter occurs at the
interface. These results are consistent with the snapshots shown
in Figure 5c.
To further understand the dynamic process of C2H2 and

C2H4 at the interface region, we calculated the number density
profiles of C2H2 and C2H4 molecules at four different time
points during the 20 ns simulation at one side interface of the
IL−gas system, as shown in Figure 7, where the number density
profiles of the cation and anion are also reproduced for easy
assignation for the interface. At 0 ns, the peaks of the number
density profiles for both C2H2 and C2H4 molecules are broader
and unapparent at the interface regions, because the gas
molecules were initially scattered randomly in the cell. For
C2H2 molecules (Figure 7a), when the simulation was carried
out for 0.5 ns, an obvious number density peak can be seen in
the interfacial region, indicating that a C2H2 adsorption layer
has been formed at the interface. With the simulation time
increases, the C2H2 peak gradually moves into the bulk, and
when the simulation is carried out for 20 ns all C2H2 molecules
either enter into the bulk or stay at the interfacial region. In
contrast, for C2H4 molecules (Figure 7b), throughout all time
points, the number density profiles present maximum only at
the interfacial region and a remarkable number of C2H2 is
found to occur in the gas-phase region. These results show the
dynamic process of C2H2 and C2H4 molecules diffusion into

Figure 4. Number density profiles for individual atoms of cation (a)
and anion (b) at the interface region of the IL−vacuum system. (c)
Diagram showing the orientation of the cations and anions at the
interface.

Figure 5. (a) IL−vacuum system, (b) initial, and (c) final of IL−gas
system snapshots. Color code: acetylene, green; ethylene, red.

Figure 6. Number density profiles of the IL−gas interfacial system
along the z-axis (black, red, blue, green lines are for anions, cation,
C2H2, and C2H4, respectively).
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the IL. The formation of the adsorption layer of C2H2 at the IL
surface is much faster on the interface than that of C2H4.
Figure 8 gives the calculated number density profiles of

selected atoms in the cations and anions at the interface region

of the IL−gas system. We note that the interface region of the
IL−gas system is slightly expanded along z-axis, and it occurs at
about 12.3 nm in the z-direction, which is in contrast with the
IL−vacuum system with an interface at about 12.0 nm. This
phenomenon coincides with the interface expansion shown in
Figure 6. In Figure 8a, we find that the peak positions of the C6

and successive C7, C8, and C9 atoms on the butyl group locate
progressively along z-direction, indicating that the butyl chain
points into the gas phase, which is similar with the distribution
of the cations in IL−vacuum system. In addition, the number
density profiles and heights of the selected atoms in the cation
are also similar to those shown in Figure 4a. In contrast, from
Figure 8b, we found that the number density profiles of the
selected atoms in the anion is distinctly different from those in
the IL−vacuum system, and their height are obviously lower
than the corresponding those shown in Figure 4b. These data
indicate that upon the adsorption/absorption of C2H2 and
C2H4, the distribution of the cations near the interface is not
almost affected, while the anions orientation has a significant
change. This can be attributed to the larger volume of the
cation and its weaker interaction with the guest molecules in
comparison with the anion. Figure 8c shows a diagrammatic
sketch describing the orientation of the cations and anions at
the interface upon the adsorption/absorption of C2H2 and
C2H4.
Furthermore, we calculated the interaction energies (ΔE)

between C2H2/C2H4 and [BMIM]+/[OAc]−. ΔE is defined as
the summation of electrostatic energy (ΔECoul) and van der
Waals interaction energy (ΔELJ) using eq 1:59,60

Δ = Δ + ΔE E ECoul LJ (1)

Table 1 lists the calculated mean contributions of Coulomb and
Lennard-Jones interactions to ΔE. It is found that the Coulomb

attraction is dominant in [OAc]−−C2H2 interaction, although
the van der Waals attraction is primary in [BMIM]+−C2H2
interaction. In contrast, although the Coulomb attraction is
comparable with the van der Waals force in [OAc]−−C2H4
interaction, the van der Waals attraction is slightly stronger than
the Coulomb repulsion in [BMIM]+−C2H4. Furthermore, the
mean value of [OAc]−−C2H2 interaction energy is −37.51 kJ
mol−1, which are twice greater in absolute value than [BMIM]+-
C2H2 interaction energy (−17.51 kJ mol−1). These two
interaction energies are much larger in absolute value the
corresponding those for [OAc]−−C2H4 and [BMIM]+−C2H4
interactions (−2.33 and −2.06 kJ mol−1). These results suggest
again that the anions play a much more important role than the
cations for the absorption of acetylene in the IL, and that the
strong Coulomb interaction between anions and acetylene is
the major factor in the separation process of C2H2 using
[BMIM][OAc].
On the basis of the results of MD simulations above, we can

envisage the selective separation process of C2H2 and C2H4 by
[BMIM][OAc] as follow: C2H2 and C2H4 molecules are
initially wrapped by the cation butyl chain oriented along the
normal of interface, then devolved to the interface. C2H2
molecules bound on the interface can further dragged into
the bulk by the IL anion, whereas most of C2H4 molecules
gather at the interface region and reach dynamic adsorption/

Figure 7. Evolution of number density at four different time points for
(a) C2H2 and (b) C2H4 at the interface region of the IL−gas system.

Figure 8. Number density profiles for individual atoms of cation (a)
and anion (b) at the interface region of the IL−gas system. (c)
Diagram showing the inferred orientation of the cations and anions.

Table 1. Mean Values of Coulomb and Lennard−Jones
Interaction Energies (in kJ mol−1) between C2H2/C2H4 and
[BMIM]+/[OAc]−

ΔECoul ΔELJ ΔE

[OAc]−−C2H2 −33.13 −4.38 −37.51
[BMIM]+−C2H2 5.41 −22.92 −17.51
[OAc]−−C2H4 −1.34 −0.99 −2.33
[BMIM]+−C2H4 0.87 −2.93 −2.06
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desorption balance on the interface. This scene is diagrammati-
cally shown in Figure 9.

4. CONCLUSIONS
In summary, we have carried out a combined QM calculation
and MD simulation study to better understand the removal
mechanism of C2H2 from a C2H4 stream by [BMIM][OAc].
Based on the calculated interaction energies, it is proposed that
both C2H2 and C2H4 molecules prefer to link to the anion of IL
via the hydrogen bonding interaction between an acidic proton
of C2H2/C2H4 and the basic oxygen atom in [OAc]− and link
to the cation of IL via the C−H···π interaction between the C−
H bond of C2H2/C2H4 and the imidazolium ring of the cation.
However, the interaction of C2H2 with the cation, anion, and
ion pair are found to be stronger than those of C2H4. The
different interaction results in the selective separation of C2H2
and C2H4 by the IL. MD simulations show that in the interfacial
region the butyl chain of cations and the methyl of anions point
into the vapor phase. Upon the adsorption/absorption of C2H2
and C2H4, the distribution of the cations near the interface is
almost not affected, while the anions orientation has a
significant change. On the basis of the theoretical results, a
clear picture of the C2H2 removal from a C2H4 stream can be
imagined as follows: the cation butyl chain of the IL initially
wraps C2H2 and C2H4 molecules and further devolves them to
the interface, C2H2 molecules bound on the interface are
further dragged into the bulk by the IL anion, whereas most of
the C2H4 molecules stick to the surface. The present results
provide guidance for understanding the observed selective
separation of C2H2 form a C2H4 stream by ILs.
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(9) Bonhôte, P.; Dias, A. −P.; Papageorgiou, N.; Kalyanasundaram,
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